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PREFACE

This report describes a broadband (60 klHz to 30 MHz) electromagnetic background noise model
(NoiseProp). The model is conceptually similar to the PSR longwz.•ve noise model LNP, re-
leased in 1991. Global distributions of lightning activity divided ino seasonal and diurnal maps
"are used to determine a set of elemental noise transmitters. Tihe power radiated by each
transmitter is proportional to the lightning flash rate at that location and to an empirically de-
termined energy spectrum (which varies roughly as f-2). The radiated power is then propagated
by a variety of propagation algorithms (LF, MF, HF) to the receiver. The overal noise power at
"the receiver is taken to be an incoherent sum of power propagated from each significant Poise

2• transmitter.

The report additionally describes methods developed which will allow certain up-to-date and1 forecasted weather data to be converted to lightning activity (flash rat-) maps. In this way, the
NoiseProp model can be made to predict atmospheric noise dynamically rather than simply long

;•i term median values.

A Windows-95 based graphical user interface for the NoiseProp has been developed and is de-
scribed in the Appendix. 6
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1.0 INTRODUCTION 0

In 1991 Pacific-Sierra Research (PSR) Corporation completed a PC-baseo long wave noise Jr

prediction model tLNP) [Warber and Field, 1991J. LNP calculates worldwide median narrow

band noise power in the ELF (50 to 300 Hz) and VLF (10 to 60 kHz) bands by summrring •

radiated power from worldwide distributions of lightning flashes. The lightning flash data are

contained in seasonal and diurnal global lighting occurrence (GLO) maps synthesized from two

years of the Japanese I-'S-b satellite (1978 to 1980) HF sensor lightning observations. LNP was
1designed as a physics based alternative to the standard CCIR empirical global noise radio model •

[CCIR, 1988], comparable to but more sophisticated than the WGL noise model [Maxwell et al.,

19701.

The work described in this report consists of extensions to the predictive methodology of LNP

applied to the joint problem of 1) LF, MF, HF radio noise prediction (60 kHz to 30 MHz) and 2) 0

development of a capability to supplement the original long-term historical GLO maps with

short-term dynamic global occurrence data (DGLO) based on certain relevant meteorological

data.

*Work detailing the correlation between lightning flash rate and certain commonly available 0

meteorological parameters (and plans for the association of such data into the LNP noise

prediction system) was done under DNA sponsorship and is described completely il PSR

Report 2605 [Warber and Sinclair, 19951. By augmenting the physical basis of the noise

model in this manner it will be possible to predict radio noise for short or near real time o

meteorological conditions. IQhe existing, widely used models (e.g., CCMR) rely strictly on

long-term averages and cannot adjust to specific weather (hence, lightning flash rate)

conditions.

The existing LNP algorithms propagated ELF/VL" RF energy in an earth-ionospheric

waveguide quasi-exponential mode sunm along each great circle path from lightning source

region to receiver. I Actually all lightning activity in a 10' × 10' cell is referenced to an

equivalent noise transmitter (ENT) at the center of mass of the ct 11.1 The waveguide mode '

fornulaton I Bludden, 19661 is impractical for frequencies above -100 kltz, as large numbers
ofLdiscrete modus must beisummed. The search for discrete modes at higher frequencies also

is hampered by the tendency of the modal parameters (propagation constants) to coalesce as

the wave frequency is raised. Our propagation algorithms will therefore be different from I
LNPs. They are a combination of ray-methods with some diffractive corrections and purely

S 0



"empirical methods used in the transitional upper MF lower HF band where the closeness of 'I)

the gyro-frequency is a crucial determinant of propagation.

Additionally, the original lightning stroke spectra used in LNP have been extended above 60

kdi-z using the available empirical data.

0

2.0 NOISEPROP PROGRAM

The combined propagation and lightning source algorithm are contained in a Windows-95 based

graphical user interface shell called NoiseProp. The NoiseProp program uses as data either the 0

original satellite-based GLO maps or the dynamic, meteorologically based DGLO maps as they

become available. NoiseProp allows the user to select one or several locations using an

interactive map. Subsequently, radio noise in a given bandwidth as a function of local time at a

fixed frequency (or ate several frequencies at a fixed time) is computed and displayed. The 0

noise level is normally the median (50th percentile). Noise exceeded an arbitrary (0.0001 to

99.999) percentage of time can also be computed. The noise is in units of dB relative to kTh
where k is Boltzmann's constant, T is an absolute reference temperature, b is bandwidth in Hz

measured in a short vertical antenna over a conducting ground plane. This is identical to the 0
CCIR 322-3 [CCIR, 19881 scaling and was used in the final calibration of the Noiselrop

program.

3.0 PROPAGATION OF RF NOISE FROM GLOBAL DISTRIBUTION OF LIGHTNING
ACTIVITY: 60 kHz TO 20 MHz

As in the LNP ELF. VLF prediction code NoiseProp divides the globe into 100 x100 sectors.

Each 10' x 100 sector is regarded as an equivalent noise transmitter (ENT). The lung term 0

median lightning flash rates computed from the ISS-b satellite GLO maps are sorted by 100x100

sectors. T'he accumulation of individual noise transmitters is combined into a single effective

radiator -- the ENT--and positioned at the centor of mass of the sector. Typical flash rate data is

shown in Figure 3- 1. The power contributions from all worldwide ENTs are then sunmmned to

yield the total median noise power (at a particular receiver location). This procedure is the same

whether GLO data or short term DGLO data are used. If DGLO data updates are only available

over limited geographical areas, both GLO and DGLO mnaps will bc used with the original long 0i

0 90__0
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Figure 3-2. Noise model methodology: Equivalent Noise Transmitters (ENTs) and
propagation paths to a receiver.

ground c •nductivity, and the geomagnetic field elements specified at each position along the

path (at a particular time and season). Pi represents the propagation of one watt from the id'

ENT and [Pj " pi] represents the propagation of the energy in one flash from the ith ENT. * 0

In the ELF, VLF regime (wavelengths - 10 to 1000 kin) the path is subdivided into segments

whose ionospheric, geomagnetic, and ground properties can be considered constant (or insigni-

ficantly varying on the scale of a wavelength). Each such segment then provides boundary

conditions for the solution of an cigenvalue problem for the propagation constant (mode

constant) in the model expansion for the transverse electric field in the earth-ionosphere

waveguide I Davies. 1990; Budden, 1961; Warber and Field, 19911. Modal expansions on each

path segment are matched so as to satisfy certain boundary conditions (mode coupling) and the

propagation is then complete. At ELF and VLF only a few modes are needed for an adequate

expansion of the field. Mode constants for various eartlh/ionospheric/geomagnetic parameter

values are precomputed and interpolated as needed, making the propagation algorithm fairly

rapid and efficient.

SThe relative simplicity of the modal expansion breaks down above VLF and we must use 0

alternate approaches to the solution of the propagation factor. At the MF and above (~-100 kHz

to 30 MHz) the wavelength is such that the ionosphere can be said to be a slowly varying

mediurn with respeci tL a wavelength. The methods of geometrical optics are applicable for the

determination of signal power by multiple ionospheric and ground hops (see illustration in

4 0i
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Figure 3-3). Geometrical optics arid rAy tracing methods for HF propagation have been

developed for several decades and exist in various degrees of sophistication. They range in

complexity fromn simplified engineering formulations originally used with charts and

nomographs I CRPL, 1948] to full-blown shooting methods which trace rays through ionospheric

profiles with realistic profiles and horizontal gradients [Hatfield and Smith, 19871. Propagation

losses are either accumulated using semi-empirical rules at each ionospheric hop (in the simpler

methods) or accrued by analytically or i'umerically integrating the ionospheric refractive index

along the ray path as it is traced (in 'be sophisticated methods). Naturally, what is gained in

accuracy with the soph'sticated ray tracing methods is usually lost in efficiency. These methods

must perform time consuming iterations to find the exact ray solutions connecting a transmitter

and receiver. Furthermore, the accuracy in such a method may be greater than the accuracy

intrinsic to the underlying ionospheric model.

Ono wavelength 10-1000 km

ELFVVVLF.-
Wave Wave Wave WaveVL

C. C2 '.4 propagation

Many wavelength (X - 10-1000 n)

MR HF
geometrical

optics

Figure 3-3. Wave guide propagation for ELF-VIF signals: ionospheric and geomagnetic propertie3s vary
significantly within one wavelength. Geometrical optics propagation for LF-MF-HF propaga.-
tion: ionosphere can be considered slowly varying on the scale of one wavelength.
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A commonly used approximate method for communications purposes is called the virtuai ray

trace method. In this method. the propagation path is divided, a priori, into a certain number of

hops (depending on the path length and the ionospheric profile at one or more positions along 4

the path). On each segment an appropriate takeoff ongle and equivalent reflection height is

deterrmined by an empirical or analytic relationship between the hop length and ionospheric

profile at the hop midpoint. Assumption of a special (e.g., parabolic) electron density profile

facilitates analytic calculation [Barghausen et al., 19691. The resulting set of independent hops

are then combired into one geometrically self-consistent mode by a pass-range adjustment

algorithm which guarantees equal takeoff angles on all hops.

After extensive investigation of the existing algorithms for HF (2 to 30 MHz) propagation, we

developed a hybrid method which is a virtual ray trace method based on standard ionospheric

maps, but is not burdered by the conmmunications oriented overhead of the canonical programs,

e.g., IONCAP. Indeed, in NoiseProp application, dozens or even hundreds of noise transmitters

"(ENTs) are propagated over a random assortment of paths and we would expect that subtle

differences between several different propagation methods be washed out in the overall

summation of energy. Therefore, computational expediency can b? regarded as a priority of the

first order. (Even as such, the method ultimately chosen is quite computationally iitensive over * *
a grid of many receivers.)

The method used in the LF-MF regime (60 to 900 kHz) is also a skywave wave hop method. It

differs from that used at HF chiefly in a different ionospheric loss enodel (empirical reflection

coefficients) and diffractive corrections required at the longer LF-MF wavelengths (but not at 0

HF). Between 90t0 kHz and 2000 kHz a third empirical propagation algorithm was chosen. In

this frequency range, the magnitude and direction of the earth'3 magnetic field becomes a more

:iensitive determinant of propagation then elsewhere. Accordingly a propagation algorithm

specific to this upper MF band is employed in NoiseProp. 0

4.0 EXTENDING LIGHTNING SOURCE SPECTRA ABOVE 60 kHz

The original LNP source model consists of a hypothetical ENT located at the center of each

10'xlo sector of the earth. The power radiated in a I Hz bandwidth by an ENT is

P ESD FR (watts) . (4.1)

6
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4
The ESD is che generic flash energy spectral density in units of Joules/Hz (or equivalently

watts/HZ 2) and FR is the flash rate for me particular O0Nx 10' cell in units of sec- 1. The flash

rate is determined directly from the long term satellite based GLO maps (or the short teirn

meteorology based dynamic DGLO maps as they become available). The ESD must be derived

• ,• from various lightning spectra measurements reported in the literature.

Typical lightning spectra measurements are made at distances of 10 to 50 km from a flash and

are detected either by wide band receivers or banks of several narrowband receivers (tuned to

different frequencies) [Uman, 1987; Weidman and Krider, 1986; Nanevicz, 1987; Willet et al.,

1990]. When banks of narrow band receivers are used the spectrum of a flash can be plotted 6

' directly, but the resulting spectrum will be a sum of all flash constituents spectra (strokes) which

L occur within the averaging time of the narrow band filtering; stroke spectra within a flash cannot

be individuated by narrow band measurements. Wide band receivers coupled to digital fourier

analysis systems can, on the other hand, be used to find separately the spectra of the flash

subprocess or strokes; namely, the return stroke (RS), stepped leader (SL), .in-cloud (iC), etc.

[Warber and Field, 1991].

Mathematically,

N

S(t)=P1s(t-- C) (V/m) , (4.2)

where S(t) is the measured electric field as a function of time of the entire flash and the si are the 0

constituent strokes within the flash. The 'ci are the times at which the ith stroke commences. We

assume that the strokes within a flash do not overlap and that the ti are otherwise randomly

distributed. It then follows that the flash spectrum is given by

N0

JJS(f)l = 1s, (f)J (V /n)2 / Hz 2  (4.3)

where, by definition

S(f)= S(t)e '2''dt (4.4)

Narrowbaod measurements tend to reproduce values of IIS(f)112 directly, whereas a posteriori

analysis of digitized wideband signals allows sepa-ate reconstruction of the individual stroke

7I0
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K 1 tfor the entire flash is the sum of the E.SDs of the constituent strokes.0

We show next that at miediumn and high frequencies (>I100 kl-z) the energy spectral density ESD
is related to the flash spectrum by

ES 'ISIIwatts/Hz2  (4.5)
30

where d is the distance from flash to the observation point.

In a naryowband receiver the i , ponse due to radio frequency energy from a lightning flash is0

seen as an oscillation at the bandpass center frequency f which is amplitude modulated by a

slowly varying envelope e(t).

E(t) e(t) sin(2jTift +- p)dt V/in (4.6)0

Now letting

S =f) Ei(t)e 2'ddt (4.7)* *

as above, we have

jfl2(tdt f e' (sin2(27ift + )dt ~ etct- e2(t)cos(47cft+ýp)dt (4.9)

0

since the last integral is vanishingly small when e(t) is slowly varying. Hence,

4 0 0 06 0



4c (4.11

Letting BW denote the receiver bandwidth:

IISMf)1 2 = T. iw..fe2(t)dt .(4.12)

Now, at MF and HF it is appropriate to consider the lightning flash as an isotropic, randomldy

oriented radiato: at approximnately the cloud base height (2 to 7 kni) [Urnan, 1987; Horner, 1964;
Kotaki. 1984]. If e(t) is the instantaneous envelope in V/rn -neasuxed in a short vertical

monopole at ground, the instantaneous power flux will be

e C W/M 2  (4.13)
2ZU 240nr

We then iptegrato. the isotropically distributed flux over a hemisphere of radius (I (d is the

horizontal diistance from source to observer (d - 10 to 5 0 kin) to obtain total instantanc )us

source power

e2d2

P e (4.14)
120

[he total energy in the flash (in tho measurement passband) is E pdt. Hence

22

E, = d-fJc 2 (t)(t - ~.B3W .lIS(f)lI2 watt -sec ,(4.15)

using Eq. (4.12) above.

Consequently, the mean power (using Eq. xx above) over the. time. T(sec) of the. flash duration is

(in bandwidth BW):

(P) 30T w ~ISfI 2 atts (4.16)

9 6
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and the energy spectral density (ESD) ,)
0

ESD - .jjS watts /Hz' (4.17)
30

In the LNP formalism, below 60 kHz, the ESD is built up from a weighted sum of dominant
stroke spectrallSi (f)lI'. These spectra Si(f) are found for return strokes and certain in-cloud

radiators in articles by Weidman and Krider [19861; Willet et al. [1990], Uman [ 1987]; and

Greifinger [ 1989]. We have extended this decomposition of the overall flash ESD from 60 kHz

up to 1 MHz, utilizing the same weighting as in LNP. In LNP, a typical flash will consist of

four return strokes, 20 vertical in-cloud strokes, and 20 horizontal in-cloud strokes [Warber,

1991]. The number of strokes per flash is an adjustable parameter of the model. Above about 1

MHZ, however, the simple description of a flash as consisting of a small number of recurring

basic stroke types becomes inadequate. Above 1 MHZ, a narrowband receiver's response to a

lightning flash is significantly enhanced by a composite of hundreds or thousands of rapid

intercloud discharges which are not strong radiators at VLF [Nanevicz, 1987; LeVine, 1987].

Hence, at HF, the combined spectra of return strokes, !eader pulses, and the few other specific

stroke types that have been separately analyzed in the literature cannot reproduce the spectral S 0
amplitude and slopes seen in typical narrowband receiver measurements. We have therefore

used an empirical amplitude spectrum for the entire flash at frequencies above 1 MHZ [Homer,

1964; Kotaki, 1983, 19841. Figure 4.1 shows the extension of the return stroke and bipolar (in-

cloud) stroke spectra. The curves below 100 kHz are identical with those used in the original i

LNP model. Between 100 kHz and MHz, tne return stroke spectrum and the bipolar spectrums

are interpolated so as to join smoothly with the return stroke spectrum shown in Willet et al.,

in-cloud stroke spectra are essentially coincident with the return stroke at higher frequencies. 0

Above I MHz the estimated flash spectrum of Horner 1 1964] shown by the straight line in

Figure 4-1 is used instead of the LNP weighted combination of stroke spectra.

Due to the sparsity of published complete flash characterizations above 'v fF-LF, the spectral

models in the NoiseProp model are inevitably a source of uncertainty in the final results, namely 0

thle noise at a given rceiver location. A posteriori calilbations of the mod'el output as a fwtction

of frequency must be made (see Section 11,0 under calibration).

d 1 0"
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Figure 4-1. Extended ENT source spectra. Dimensions are that of Energy Spectral Density (ESD) in
Watts/Hz/Hz (Joules/Hz). Return stroke spectrum is interpolated between the LNP
spectrum and the spectrum of Willet [1990]. The vertical bi-polar spectrum is smoothly
interpo'ated so as to join that of the Wiliet [1990] Return Stroke. The Horner [1964] com-
plete narrow-band tlash spectrum is also shown.

5.0 SUMMARY OF LF, MF PROPAGATION METHODS

Low frequency radio waves (30 to 300 kHz) are reflected at the lower side of the ionospheric D-

layer (--70 kin, day; .90 kin, night) and may propagate strongly over distances up to 1000 to i

5000 km. Above 60 kHz (the upper limit of the LNP propagation capability) it becomes

convenient to represent propagation as occurring along geometric hops defined by a set of

ionospheric and ground reflcctions iJohler, 1962; CCIR, 19901. This is referred to as the
wavehop method.

eodium frequency (300 to 3000 kHz) propagation by D and E-layer reflection is strongly

affected by the geometry of the earth's magnetic field since the electron gyro frequency (-0.8 to

1.6 MHz) always falls somewhere within this band. Moreover D-layer absorption of MF signals

is quite pronounced. During daylight, distance skywave MF signals are very highly attenuated

liIi
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and a local ground wave signal will dominate. Nighttime D-layer absorption is small, allowing

long distance propagation. The complexity of a purely physical propagation model at MF is

such that empirical or semi-empirical models are usually employed [Davies, 1990; PoKempner, 4

1980; CCIR, 1992b].

6.0 NCJISEPROP LF PROPAGATION METHOD

Following CCIR 265-7 [CCIR, 19901 and Johler[196]1 we have developed v wavehop method

that allows calculation of tihe radiated field from a lightning source at frequencies from 60 kHz

up to the middle ME band (500 to 900 kHz). The wavehop method is a geometrical-optics

approximation with added diffraction corrections to account for the sphericity of the earth and

ionosphere [Wait, 1960]. The algorithm divides the path between the ENT source and the
Yreceiver into a sequenc of hops. This is accomplished by an exact geometric solution

connecting an elevated source and a ground based receiver by up-going and down-going ray

paths, allowing for the crossing of the day-night terminator. Day and night reflections are

assurned to occur, to a first approximation, at 70 and 90 km, respect' 'ely, at lower frequencies

(D-layer reflection) and at 105 and 110 km at higher frequencies (E-layer reflection). Figure 6-1

shows a schematic of a multihop day to night path. These reflection heights are interpolated as

functions of wave frequency between 60 and 900 kHz.

Associated with each ionospheric reflection point is a 2 x 2 matrix of reflection (or transmission)
coefficients describing the ratios of reflected and incident %A ayes below the ionosphere of two

orthogonal polarzations. The magnitudes of the reflection coefficients describe the attenuation

of field strength incurred in an ionospheric reflection. Ilie reflection coefficients can be

obtained using an ionospheric mnodel and integrating a coupled set of differential equations

(equivalent to Maxwell's equations) for the field components E, B , HHy downward from a

great height :Buddn, 19611y. The reflection coefficients are formed from suitable combinations

of these field components hclow the ionosphere. The reflection coefficients depend tion the
ionospheric clectron density and collision frequency prfiles, the geomagnefic field direction and
strength as well as the ray incidence angle and wave frequency. Detenmination of reflection 0

coefficients in this manner is called a "full wave" calculation.

12
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Figure 6-1. Schematic of the LF wave hop method ray path showinq up- and down-going rays fro- a
lightning source at -UC Kmii. in this example the propagation path crosses the day-night
terminator. At LF, D-layer reflections occur at nominal heights of 70 and 90 km for day and
night, respectively.

In a full wave calculation four complex reflection coefficients (R11 , R 12 , R2 1, R22 ) are obtained

for each particular set of ionospheric and geomagnetic conditions, wave frequency, and 0
incidence angle. Figure 6-2 -ýhows typical nighttime rtflection coefficients as a function of

frequency. Rij is the ratio of a reflected plane wave of polarization j to an incident plane wave

of polarization i measured below a planar, horizontally stratified magnetoionic medium; index 1

denotes vertical polarization (magnetic vector transverse to plane of propagation), index 2 •

denotes horizontal polarization (electric vector transverse to plane of propagation). The four Rij

determine a matri, x R -R R 2 . For multiple hop propagation, the overall reflection co-

efficient will be the matrix product RN = RNGN.1 RN.1 GN_2 . .. , R2 GIRI where the matrices 0

G ] are the fresne! reflection coefficients for the int.erimediate ground reflection
p n particular, th2.m1gniuJ IR 11 of the lt, component of the product matrix RN gives

points. gnprivlateesgnt~

the overall path loss (due to reflections) for a vertical electric dipole transmitter (VED) and a 0

13
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Exact refleciioo ooefficiants, grazing incidence
Nighttime ionosphere, ssn =0, azimuth to mag. field =45', dip 600

1.2
3. -4, -------

0.1 ~ .r22

10-212

10-3,

11o-0 200 400 600 800 1000
Freq. (kHz)

Figure 6-2. Typical nighttime ionospheric reflection coefficients computed by full wave integration
(Budden, 1961 ] shown as a function of wavo frequency for grazing ionospheric incidence
(about 80 ) and fixed magnetic dip and declination angles (low solar activity).

*
VED receiver separated by N ionospheric reflections and N- I intermediate ground reflections.

Then the electric field of this N hop mode will be

4 K D-'CG'Gr -aNF -R V/rn (6.1)

where

K is a proportionality constaint depending on the transmitter power inl watts (the ENT
power)

DN is the physical length of the N hop ray connecting source and receiver in kmn

G' are the transmitter and rocceiver antenna gain patterns, e.g., for simple vertical
electric dipole ii =t~ CO N where T N is the takeoff angle of the N hop ray.

R~is the i~jtcmpnn of the ov all N hop rtffle•1ion coefficient matrix fior souirc-e

polarization i and receive,, polarization'j

14
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CCN is the convergence carrecuon discussed ir Wait 19601 and Johl-r [1961] which
converts the 1.iane wave reflection coefficiern Rý! into in effective spherical
reflection coefficient.

0 112

AtN= i+ 2'Nsi~n----/sii1 I -Cos-- +hl/ (a+hcos---a @A
a2 2 N 2 .j2 N

S1/2
iAN i

h = reflection height (effective ionospheric reflection height)

a = radius of earth

. = [transmitter-receiver distance 1/Iradius of earth

ZN = ogc sin 3 4fN/3cos 2 1VN

D0 = angular wave frequency

c = speed of light

i' qVN =N hop ray takeoff angle * *
13 is the Hankel function of order 1/3, of the ';econd kind IAbramovitz and Stegun,

1972; Cambridge Computationil Laboratory, 1945].

j 1 N is the cutback factor discussed in Wait and Conda 119581 which accounts for the
presence of the earth at bo;h transmitter and receiver. In the geometrical optics

region this may be written

-[I + R• ('t )]R[ R'()] (6.2)

R, are the fresnel plane reflection coefficients of the ground at the source and receiver,

takeoff angle YN, source and receiver polarization i and j. A ground conductivity

rmap indicating land and water regions of the earth is used.

We compute the electric intensity due to a single lightning flash as the RMS sum

ERMS 4 DENII V/m (6.3)

15
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(over some sufficient number of hop models i, - presently m = 4) for both up- and down-going

rays emanating fronm an elevated isotropic point source (the ENT). 0

A ground wave computation is also performed on the closest lightning sources only (local

storms) and the squared magnitude of the ground wave is summed with the geometric ray todes

above. (see Section 9.0 below)

To facilitate practical computations we constructed a data base of precomputed reflectinn

coefficients by repeatedly integrating the coupled field equations IBudden, 1961] through model

daytime and nighttime ionospheres (under both high and low sunspot conditions) based on the

IRI-90 ionosphere in Bilitza et al., [1990]. Figure 6-3 shows model day and nighttime D and E 0

layers from IR-190. The computations were performed for 10 wave frequencies between 60 and

2 i 900 kHz; 10 incidence angles between 1 and 80'; 8 values of magnetic field azimuth (with

respect to propagation direction) between -90 and 2250; 7 values of geomagnetic field co-dip

angle between 0 and 1800 (the electron gyrofrequency was fixed at 1.3 MHz). The resulting

data base serves as the skeieton for a four-dimensional linc-,r interpolation procedure to obtain

reflection coefficients for day, night, high or low sunspot activity for any combination of

frequency, incidence angle, magnetic azimuth, propagation direction, and co-dip angle. Figure

6-4 compares the exact and interpolated reflection coefficient as a function of frequency. 0 0

j8

Daytime

4-)

60 80 100 120 140 160 180 200 0
Height (km)

Figure 6-3. Typical day and nighttime ionospheric D and E-layer profiles from the IRI-90 model
ionosphere. Profiles shown are for a variety of geographic latitudes and ate averaged
over season.
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Daytime, ssn 0. az 45, co 30, Inc = 80, wf vs. ocir ref. cof.S1I1I II

-• Interpolated

0.1 Exact0.1 •,._ -- -CCIR 265--7
OCR 265--?

(Sumnmer) month =7

10-2

10-3

0 100 200 300 400 500 600 700

Freq. (kHz)
S

Figure 6-4. Comparison between full wave daytime ionospheric reflection coefficients and coefficients
interpolated from pre-computed database (see text). Also shown is the empirical data from
CCIR Report 265-7 [CCtR, 1990].

The CCIR Report 265-7 [CCIR, 19901 contains graphs of empirical values of the reflection •

coefficient R,1 (vertical source and receiver polarization) as a function of wave frequency and

ionospheric ray incidence angle (the functional dependence is on f. cos(i)). Curves are given

for all seasons, nighttime ionosphere, and a separate summer and winter daytime set. Also given

are curves which indicate the variation in reflection coefficient magnitude from solar minimum .

to solar maximum conditions. These data shown in Figure 6-5 were based on numerous

propagation measurements in which oblique incidence ionospheric reflection losses were

inferred from skywave-groundwave interference. The CCIR reflection coefficients, being

averages over many propagation paths, do not have explicit dependence on magnetic field •

direction. We found, however, that there was good agreement between the precoriputed

fullwave reflection coefficients and the CCIR curves which we digitized and implemented in a

computer program especially for the case of grazing incidence. Figure 6-6 shows a typical

comparison.

From the standpoint of computational efficiency in the NoiseProp program, utilizing the CCIR

reflection coefficients instead of the fullwave coefficients (which still require a 4.D interpolation

and magnetic field evaluation at every ionospheric reflection area) provides a significant

17 0
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1• CGIR 265-7 reflection coefficient ;•

0

0.1

S10-2 
Winter day

S~~~~~~~10-4 
, ,,,,, ,, ,,,

10 10-2 0-3
Scos I (kHz)

0

dB change from low to high sunspot number (O-100)
12 - .'' , ,, , ,

" 0
S~iht 

-
0-•Night

r --4
.0 Summer day

D -8
Winter day

-12E, I 10
10 10-2 10-3

f cos i (kHz)

Figure 6-5. CCIR Report 265-7 empirical reflection coefficients and adjustment for solar activity. The
nighttime curves are for all seasons; the daytime curves are grouped into two six-month
seasons. The independent variable is F cos(i) where F is the wave frequency in kHz and i is
thu incidence angle at the ionospheric D ILayer.
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0

Daytime, ssn 150, az = 45, co = 30, inc = 80, wf vs ccr 265-7 ret cot

4 j0.1- CCIR 265-"
r,ýmer, Day

~10-2 
(July)•"•,• 

---- Exac,,

S10-3

10_-41
0 100 200 300 400 500 600 700

Freq. (kHz) 0

0.7 Nighttime, son 150, az = 45, co 30, inc 80, wf vs ccir 265-7 ref cot

0.6-

-. 5 

CCIR 2 ;-7

Summet, Day
(July)

~xact
Xr 0.3 -

-

0.2
010

0 100 200 300 400 500 600 700
Freq. (kHz)

Figure 6-6. Typical comparison betwoon the CCIR 265-7 empirical reflection coefficients and the full
wave (exact) computations. Grazing ionospheric incidence, day and nighttime ionospheres,
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computation time savings. Since the NoiseProp program sums noise propagated 'ver hundreds

of different paths to the receiver, it appears that the averaged-out aspect of the CCIR reflection 0

coefficients has a minimal effect ort the overall combination of path losses. We have retained
both the fullwave and CCIR reflection coefficients but the present implementation of NoiseProp

has been calibrated using the faster CCIR reflection coefficient calculation in the LF propagation

section.

7.0 MF PROPAGATION METHOD (-900 kHz to 2 MHz)

0
At frequencies above -900 kHz and low takeoff angles (corresponding to -2000 km hop
lengths) the CCIR 265-7 reflection coefficients no longer are applicable. Moreover, the

complicated effects inherent in MF propagation (the sensitive role of the geomagnetic field

direction and magnitude; and significant short-term, day to day, diurnal, seasonal, geographical,
and solar cycle variations in ionospheric loss) make a simple, physical model (such as the wave

hop method) underdetermined in both the number and scope of the contributing physical

phenomena which can be modeled.
Various techniques have been developed to model MF propagation [PoKempner, 1980]. We * •

have chosen a relatively simple empirical method published by the CCIR as Recommendation

435-7 [CCIR. 1992b]. Method 435-7 was based on statistical analyses of field strength

measurements for 266 propagation paths distributed worldwide; as well as analysis of separate

areas for which propagation paths were unavailable. This type of method is usually derived

from a multiple regression analysis of monthly median field strength measurements from which

the dependencies on variables such as frequency, path length, solar activity, geomagnetic field
vector at intrapath control points, solar zenith angle, etc. are determined. The predicted skywave

field strength (vertical polarization) is given by:

E = V i-G, -1-1, + A- 20(1og,, p--10-IKRP- L, (7.1)

where

E is the annual median of half-hourly median field strengt.. in dB (4V/m)

V = P +- G, where 1P is the radiated source power in dB/(l KW) and G accounts for

transmitting antenna ele ration and azimuth gain and ,.fficiency (dB)A" 0
20
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Gs is the sea gain correction important only when the transmitter or receiver is near

seawater

Lp is the polarization coupling loss (dB)
LP _l180[36+02' -2

where 0 is the path azimuth in degrees from the geomagnetic E-W direction,

101 < 90', I is the geomagnetic dip angle, Lp is evaluated (using a 13 coefficient

expansion for magnetic dip and declination) at both source and receiver locations and

the results added.

A 106.6 - 2sinO where D is a path avraged value of geomagnetic/latitude.

P is the slant path length for E-layer reflections approximately (d2 + 40,000)1/2

where d is the path great circle distance in km.

KR is the loss factor, KR = 3.2 + 0. 19f.4 tan 2(D + 3) + 0.01 - b - SSN

where f is the frequency in kHz, SSN is the 12 month running average sunspot

j number, b = 4 for North American paths, 1 for European and Australian paths, and
'1 ~ 0 elsewhere.

Lt is the diurnal loss factor.

The method depends on graphs contained in CCIR report 435-7 [CCIR, 1992b] for the sea gain

Gs and diurnal loss term Lt. Furthermore, rather involved averaging rules are given for the

determination of a single value of the geomagnel ,, latitude ( to use for paths up to 12000 km.

The algorithm was computerized by lnuki et al. 11983] and validated against observations. It is,

of course, also intrinsically consistent with the CCIR path data base used to derive it. We have

programmed a slightly simplified version of the algorithm, similar the sununary given in Davies
11990, pp. 433-436]. We use the algorithm with its weak f.4 loss dependence up to 2000 kHz.

Above 2000 kHz an HF propagation method is implemunted. As in the LF section, the

NoiseProp algorithm sums MF power radiated by using 250 lightning ENT sources.

8.0 NOISEPROP HF PROPAGATION METHOD

HF propagation predictions, unlike LF and MF, require a comparatively detailed ionospheric

description. Above 2 MHz, the NoiseProp program performs ionospheric propagation

"c'
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calculations using empirical E and F2 layer numerical maps in combination with algorithms "'

describing the takeoff angle and virtual reflection height of ray paths from source to receiver.

The propagation algorithm is based on the CCIR Recommendation 533-3 ýCCIR, 1992c] method

though there are certain significant differences in our approach. The description of the

ionospheric F2 layer parameters, foF2, M(3000)F2, hrnF2 are those used in the International

Reference Ionosphere IRI-90 [Bilitza, 1990] and the CCIR Recommendation 434-5 [CCIR,

1992a]. This F2 layer description is the so-called CCIR "Oslo" ionosphere [CCIR, 1966, 1967]

represented by 12 monthly 15 coefficient fourier series diurnal variation and a spherical
harmonic expansion in terms of the modified dip angle, arctan [I / lcos , where I is the

geomagnetic dip angle and 0 is the geographic latitude. The model is linearly interpolated for

sunspot numbers between 0 and 100. The E layer critical frequency, foE, is also based on the

formulation used in IRI-90 and CCIR 434-5 [CCIR, 1992al.

The propagation model then determines several ray paths connecting the source to the receiver

as folows:

a The great circle path (short path) between the ENT source and receiver is determined and

"divided into equal subsegments, one per hop. The maximal hop length is determined with

respect to the Y2 layer maximum height, hmF2 at midpath and will usually be .

approximately 49)00 km.

e For each subsegment a one hop mode is sought as follows:

- An F2 mode is first sought by utilizing the foF2, FoE, hmF2o data corresponding to the

given universal time. month, and sunsrui number at the segment midpoint (or averaged

over the midpoint values and values at the adjacent points a quarter hop on either side).

An equivalent triangular reflection height (equivalent virtual height) is determined using

the empirical algorithm described in CCIR 533-3. The empirical algorithm is used in 0

place of the slower iterative procedure which solves the transmission equations for a

double layered parabolic ionosphere tw determine ray takeoff angle and virtual height as

a function of path length ICCIR, 19861. The algorithm detennines virtual height as a

functonm of frequency, hop length, and the state of the ionosphere (E and F layers) along -

I he. lhof segment.

* The elevation angle thus determined for an F2 hop is tested for viability. In this case, we

check to see if the takeoff angle is positive. If not, the hop segment is subdivided and the

~ira
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process repeated until an F2 mode of positive takeoff angle is found for each path

subsegment.

* The F2 mode on each subsegment is tested for E layer reflection. If the E layer critical

frequency at the midpoint of any path subsegment is sufficiently high, foE > f/1.05 seco,

where f is the wave frequency and 0 is the ray incidence angle at 110 kn. The F2 mode is

completely occulted by the E layer. in this case the F2 hop on this subsegment is replaced

by one or more E hops with virtual reflection height at 110 km.

* At this stage the path from the source to receiver has been subdivided into E and F layer

hops. The E and F layer MUF (maximum usable frequency) are determined using the

empirical methods in CCIR 434-5 [CCIR, 1992a] and CCIR. 533-3 [CCIR, 1992cj. These

are used to formulate a circuit MUF. In communi,:ations prediction, the circuit MUF is used

to determine a circuit availability percentage. In our NoiseProp application, the circuit MUF

is used to determine to determine an "above the MUF !oss" term used in the subsequent

propagation loss budget.

S The pass ranges and virtual reflection heights are sent to an adjustment algorithm. Here, the

virtual heights are fixed, while the pass ranges are adjusted so that incident and reflected ray • •

angles are equal at each ground reflection point. This adjustment forces the complete mode

to be geometrically consistent and provides an adequate approximation to an exact physical

solution. The -.xact solution relating the takeoff angle of a ray connecting a receiver and

transmitter (separated by multiple hops spanning varying ionospheric conditions) to the total

distance spanned can only be found by a time consuming iterative ray tracing search

(shooting). In principle, the ad.juste 'pass ianges codd be. returned to the virtual height

algorithm, new virtual heights and "akcoff anmges determined, and the resulting ranges and2
ranges sent to the adjustmen. a!,,(; • .. ;.. ;v"ng in a uniform takeoff angle close to the true

solution. This iteration would, o•n ý,gu wo the exact physical solution. The accuracy of the

first adjustment is sufficient, h.li.ver, for all communications oriented predictions and

therefore the NoiseProp IiN r'. -upagation model as well. The adjustment is illustrated in

Figure 8-1.

The median RMS field strength from a single ENT source in dB above 1 [tV/m is the root-sum-

square of individual modes:

Ercrr 10. log0 Z 1 og " ) (8.1) •
k~l
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a. Before adjustment 
4P

0

r(Xi (X rX2  CC3

r..r

b. After adjustment 0

Figure 8-1. Pass-range adjustment in HF virtual raytrace propagation algorithm. Virtual heights are * *

hm

unchanged from a.) to b.).

where EK is the median RMS field strength of thle Kth multihop mode (in dB/lj2tV/in) and

EK = 107.2 + 20log~o f(MHz)±-. P1:r + G(a*) -L(o) (8.2)

w hereh

f = wave frequency in MHz

PENT =ENT source power in dB above I watt
Fr 81 the adjusted elevation angle of the mode

G() =source gain at elevation angle ) (dB)

L(w e = propagation loss of K to mode 
(

Presently, the ENT source is modeled as an isotropic radiator and so G(I0 = 0. L(a) accounts

for all losses accrued by the mode along its path. This term is composed of the following parts:

L(a)-Lbf 'Labs +Lgnd +Lpol-G hf - lp +LexI +LMUF (8.3)
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Lbf is the basic free-space loss due to the inverse distance falloff of the electric field 0

magnitude. Lbf = 20 logo147p'//X] where p' is the ray path length and ;ý is the wavelength. 4.
In kilometer and mHz units: Lbf = 32.45 + 20 . log f + 20 log p'.

Labs is the non-deviative absorption loss due to D and E layer transits. There are various
empirical models which reduce the total absorption so a sum of terms, one per hop, or one
per control point e.g., CCIR 533-3 [CC1R, 1992c], Barghausen et al. [1969], Lloyd et al.

[1978], Fricker [1987], and Sailors and Rose 1.1993]. All the empirical methods except for
that developed by the BBC [Fricker, 1987] are control point methods and average absorption
only over 4 to 5 control point locations. Our virtual ray trace, however, depends explicitly

on the ionospheric conditions from hop to hop. We therefore use the BBC absorption
formula which explicitly sums the ionospheric absorption from each leg of each hop

Lea, 13 , (foE) 2 seci H (8.4) 0' I L•,(f + 0.6)'

where the sum is over up and downgoing legs of all hops, foE is the E-layer critical
frequency at the point of intersection of the ray and 115 knm altitude, iE is the incidence angle " 0
of the unrefracted ray at 115 km( ((ilt cos- (1 - 0.965cos2 o.)")2 and On takes into account

the depth of penetration of the ray. For an F2 hop

0.07 (8.5)-

f .-0.75foE sec i,

For an E-layer hop 5

,D,= 1.2 -0.41 . (8.6)

foe, sec i E,•

It is assumed that E-layer reflection occurs when
I f

< 0.95
foE sec i
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Lgnd is the loss due to ground reflection on multi-hop modes. A t' x 1F land-water map is itJ

used to determine the relative dielectric constant and conductivity Fr., 0 at each ground

reflection point (seawater: Cr = 80, cv = 5; land: er = 0.4, a= 0.001). The Fresnel reflection

coefficients for vertical and horizontal polarization are computed

Rý = [n2 sina-(n' - cos 2 )1/2[2 sina+ (Dn2 -cos 2 )112 (8.7)

Ru =[sina .-- (n' - cos2 CC)I12 /[sin a + (n2 - cos 2 )l/2 (8.8)

where n2 = -r" i(I 8000(y)/f MHz is the complex refractive index of the ground, a = ray

takeoff angle. Then, assuming random polarization of the downgoing wave (a valid

assumption for a ray after one or two ionospheric transits) we set the ground loss

=10 log 10 L +L1R,2 J (8.9)

* LpoI is the polarization coupling loss due to the imperfect coupling between the initial wave

polarization and the two characteristic polai izations preferred by the ionosphere (X and 0).

Wc use a simple empirical formula described in Sailors and Rose 119931:

LPo, = A + B - (average hop length in radians) + Nhops

where

A = (2.400 . NF + 2.060 . NE)/N hops

B = (2.5498 NE + 1.019 . NF)/N hops

Np = number of E hops

NF = number of F hops.

N hops = NE + NF 0

Sis.excess system loss fro, the tables in Barghausen et al. t1969], COi-.R 252-2 and

533-3 [CCIR, 1986; 1992c1. This empirical term allows for auroral and other high latitude
losses. It is evaluated in terms of midpath geometric latitude (N or S of equator), season, and

midpath local time and is 0 for geometric latitudes less than 42.50 (also see Lloyd Ct al.,
i:' 1978).
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LMUFJ is the "above the MUF" loss. The model does not assume that propagation ceases

above the geometrical optics path MUF (junction frequency). It is known that the signal

does not fall completely to zero at frequencies above the MUr. CC1R 533-3 [CCIR, 1992cl

gives the following 0

for E modes L rnin 81dB,1301 - (8.10)

EMUF 1

0 if f FMLJF

for F modes L'MuF {rain 62dB, 36 -- 1f2 (8.11)

Ui

These empirical curves account for both 1) the effect on the median monthly field strength

due to the source frequency exceeding the daily MUF on some days and not propagating, and *
2) losses occurring (due to phenomena other than simple two-dimensional ray optics) on

days when the source frequency is above the basic MUF but propagation occurs nonetheless

(due to non-classical or non-.ray optics phenomena).

Ghfj is a horizon focus gain for short paths (less than 1/4 of the earth's circumference, 0 _

10,00() kil). It is a polynomniv! fit (in elevation angle) to curves based onl double parabolic

E, F layer ionospheres. It icaches a maximum of 9 dB at small takeoff angles as shown in

Figure 8-2, The curves are given by Sailors and Pose[ 119931:

6

Ch1 = Xaix' for elevation angles •< 10', x = (elevation angle -5')/5',

L(jl = by' for elevation angles >10", y = (elevation angle -50')/40', -

and the coefficients are given by
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F hop horizon focu.; gain for paths < 10,000 Km

8

7-

c) 5 -

733 -

S0 10 20 30 40 50 60 70 80

Take-off angle (deg)

Ij Fgura 11-2. Horizon-focus gain for E and F-layer reflections as a function of take-off angle.

__ __a___ __ a1  2 a 3 a4 a5  ___ ___

SE-mudes 4.14 -4.00 3.007 0.069 -1.06 0.681 -0.347

F'-modes 6.03 -3.161 1.400 0.624 -1.413 0.088 0.533 0

b2 b 1,2 b3  bb 5  b6___
SEomodes 0.81 -0.876 0.353 -0.028 -0.227 -0.274 0.387

0F-modes 1.50 -1.2444 0.173 0.5,() -0.267 -1.136 0.853

LGl is a long path focus gain which is effective for circuit lengths greater than 1/4 of the
[earth's circumference and is given by

SG, 63 120 Iog1 2 1 08 1_06533
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0

Swhere D is the circuit path length in km (always less than one-half the earth's circumference)

[Hortenbach and Rogler, 1979].

8.1 Influence of Geomagnetic Activity

Extensive studies have shown that the F2 layer maximum critical frequency foF2 and the F2 •

layer MUF are significandy correlated with measured values of the local geomagnetic k-index
[Davi3, 1970; Wrenn and Rodger, 1989]. Two tendencies have been noted during periods of
increased geomagnetic activity 1) a relative reduction of foF2 at auroral latitudes in sunrnef or

during high sunspot activity in local daytime, and 2) a relative enhancement of foF2 at low 0

geomagnetic latitudes (above 350) in winter or during low sunspot activity in the local afternoon

and night. At middle latitudes these two tendencies are combined to a degree depending on the

particular geomagnetic latitude, local time, and season.

Barghausen et aL, 119691 used the results of Davis [19701 to adjust a given path MUF by a
fraction P = (actual MUF)/(monthly median MUF) for a given local time and gcomagnetic

activity index. The fraction P is given by a linear regression on geomagnetic activity index k:

P = P0 +bk (8.12) b k

where Po and b are coefficients which depend on geomagnetic latitude at midpath, tluee levels
of sunspot number, three seasons, and eight local time blocks. The coefficients are linearly

interpolated in sunspot number. The coefficient of correlation c from the regression analysis is 0

also stored and the adjustment Actual MUF- P - (monithly median MUF) is only made for

conditions where Ic > 0.3.

Thlie adjustment of the path MU F for k indc;. will affect the above-the-MUF loss term LMUF in
the propagation loss budget, particularly for propagation paths which cross high geomagnetic
latitudes. In the NoiseProp summation over multiple ENT sources, the effect of the adjustment

is probably only seen at high latitudes when the frequency is marginAlly greater than the path

MUF for a majority of paths between the dominant ENT sources and the receiver. The k index

adjustment can be defeaied altogether in the NoiseProp inputs: in which case the MUFs and the

corresponding LMUF loss terms will all represent median conditions.

0
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9.0 GROUNDWAVE PROPAGATION OF LOCAL ENTs 0

For local lightning ENT sou:ces (closer than -500 km to the receiver) we must consider

propagation by the groundwave. The groundwave field derives from the solution to the wave

equation over a smooth, finitely conducting spherical earth. The source will be a vertical electric •

dipole at an elevated point height h above the surface. The VED is the most efficient exciter of

the vertically polarized groundwave. (An HED can also excite a groundwave but it will be

orders of magnitude weaker and irrelevant from the standpoint of our NoiseProp ,timrnation of

ENT power.) Groundwave propagation is most efficient at lower frequencies, shorter distances, •

and higher ground conductivities.

The vertical electric field at great circle distance d a * 0 measured along the earth's surface

[Wait, 1970, 1974; Breinmer, 1949] is

E = E0 I W (9.1)

where E. is the unattenuated field of a VED over a flat perfectly cunducting plane and W is the

groundwave attenuation function. These may be written • *
300 --

IEJI = 300FPIw V/in (9.2)] dkiln,

and

0 112 exp(-ixt.) wt(t, Yr) w1(t. Y(
"" 2

"0 : d/a,(a=6371kmn)

k = 2nt/(wavelength)

q = -i(ka/2)1/3 - A

Yl,2 = 2/ka) 1/3 .kh 1 ,2 , hi = source height, 112 = receiver height
A =relative surface impedance

k2 "-"kv -i,18000ofMHzea
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Er relative dielectric constant (ground) 0

c= ground conductivity

ts ts(q) are roots of the differential equation 0

dt. 1

dq t,--q2

with the initial condition 6

•'-"-'i t. (0) = Ai' (-a )e-i• 3  s =- 1,2,3 ...

where the oc, satisfy Ai(oQ) (0 s=l,2,3... and Ai(z) is the standard Airy function.

and w - Y2 are the height gains for the source and receiver. Since theW, (0. W,(t.)
receiver is on the ground, Y2 = 0 and we replace the second height gain factor by 1 and
w1 (t) = -J-[Bi(t) - i(Ai(t)] where Ai(t) and Bi(t) are the standard airy functions [Abramovitz 0
and Stegun, 19721.

The expression for the spherical earth attenuation function W reduces in the case h1 = h2 = 0 and

d/a << 1 to the Somnierfeld flat earth attenuation function F(p) where

F(p) - I - i(np)1/2 e-P eifc(ipI/ 2) and p = -i(kd/2)A2 . (9.4)

Groundwave propagation cdrves for a 1 kw source at ground level for frequencies from 15 kI lz

to 5 MlIz have been plotted in Figure 9-1 for comparison with the unattenuated perfectly

conducting ground dipole propagation (top curve). The higher frequencies are strongly

attenuated beyond a few hundred kilometers.

The NoiseProp system only utilizes the groundwave algorithm for local sources which we define

to bL d~Lose w iUILI L1i.,ZU&.1 J .'I) LkY .L(U tIU IOIA i.(laiy. k ia

a flashrate density in accordance with that weighting scheme, The ENT radiated power derived
from these 5' x 5' souroes is then propagated by the groundwave formalism to the receiver

(using the geometric mean ground conductivity and dielectric constant along die path) and the

received powers summed,
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propagated by the groundwave formalism to the receiver (using the geomnetric mean ground
conductivity and dielectric constant along the path) and the received powers summed.

104

a 0.01

1~ 4~

102.

p.V/mtr

01 L

Distanco (kin)

Figure 9-1. Ground wave signal strength In rnicro volhs-por-iiieter over average (spherical) earth for
a 1 kilowatt vertical electric dipole (VED) at ground level. Dashed curve shows I/D
fallotf for 1 kW dipole over a perfectly conducting plane surface.

10.0 NOISEPROP PROGRAM AND POWER SUMMATION

10.1 Summary

Given a frequency (between 60 kliz an(I 30 MHz), a date (year, month, day), universal timie,
sunspot number, and receiver location, the NoiseProp programn determines the noise factor Fa in

decibels relative to kTb (k-Boltzmann's constant, T is 288'K, b is effective receiver noise
bandwidth in Hz) in a short vertical monopole over a conducting ground plane. This .igure can
be computed for a percentage of t ime between 0.00 1 and 99.999%.

Th1e NoiseProp program operates in a series of steps illustrated in Figure 10-1.0
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1. Thie appropriate --easonal and diurnal GLO mnaps (or DGLO maps if available) are conveited
into corresponding source power inaps or ENT maps.

2. A sorting algorithm arranges the globally distributed ENT maps in a rough dominance

ordering.

3. Depending on frequency, the appropriate propagation algorithm (LF, MF, HF) is applied
repeatedly to each ENT source in order of dominance. The available power in the vertical

electric field at the receiver location is sumnmed over a large (presently 250) number of

sources.

4. The local ENT power in the nearest four 5' x 5' subcells is propagated by the groundwave

algorithmr and summed at the receiver location.

5. The summed available power at the receiver is converted to the decibel value Fa. Fa is

treated as the median of the normal distribution from which the level exceeded a chosen

percentage of time is computed.

HF propagation algorithm *
CGlR 533-3 (moditiod)

HF virtual raytrace
ii ictianI

Complete flash 2 MHz
2 MI-lz - - spectrum

[Homner 1964] MEI propagation algorithmI CCIR 435-?
Sectio Empirical method Summation of

4.. noise power
over multiple

90k~. ____________________900 kl-z ENT sources

ESD: LF propagation algorithm

EI:extrapolated Wavehop method
LF LNP multi-stroke

4 sction 3ectrajNillet, 19901

6U JkHz. -L-___________ 60 kl~z

[-iSource Spectrum (ESD) *Flailirate Propagation Section

Figure 10-1. Flow chart for NoiseProp computations.
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i
10.2 Discussion 0

1, The conversion of GLO or DGLO map flashrate data into ENT map power data is a 4.
weighted sum of return stroke and bipoler in-cloud stroke spectra for frequencies below
1 MHz. Above 1 MHz a complete flash spectrum is utilized as discussed in Section 4.0.

Flash power standard deviations are calculated as in Warber and Field [1991]. This requires
weighted sums of stroke power variances. Above 1 MHz we do not usu separate stroke

phenomenology for the u ýerall flash power. Due tc the lack of data on flash power standard

deviations (at HF) comparable to that available at VLF (and used in LNP) we have carried

over the LNP formalism to compute standard deviations above 1 MHz. The overall flash

spectrum (straight lrie in Figure 4-1) is converted by fractional multipliers into a sum of

fictitious stroke spectra (return stroke, horizontal and vertical bipolar in-cloud) for which
standard deviation expressions are available. Then the standard deviation can be built up for

the overall flash using the existiag LNP formalism. The overall flash variances from each
ENT are summed together to give a total noise variance. The total variance is used to

determine the distribution (assumed los-normal) of the overall noise power and the

corresponding exceedence level for a given percentage of time.

2. The preliminary sorting of ENTs into a dominance order is done by compari', g PENT/d2

4 where PENT is the ENT power in watts and d is the distance from the ENT center of mass to

. thc -eceiver in km. This very roughly orders WNTs according to their propagated
streng'i, if they propagated in free space. We found it recessary to add up a large number of
sources from this presorted orderilg using the actual LF, MF, or HF propagation algorihms.

This is because the propagation functions are, in fact, not monotonic with distance,

especially at HF where the skip distance phenomenon is pronounced. Originally, we had
intended to simply observe the size. of the power sum as each propagated ENT was added
and to temfinate the calculation when the increment in the sum was smaller than some small

fraction of I dB. However, we found many cases where although the stopping criterion was
I; 1 .set, subsequent ENTs in the dominance ordering contributed significant power to the

cumulative sum. Therefort, at present, we add the first 250 (out of 648) ENTs in every
calculation. Although this rumbcr is sufficiently larg.: aut tu miss aiy significant ENTs, it is

admittedly a serious limitation in the time economy o; the NoiseProp program.

3. The skywave and groundwave algorithms in NoiseProp all compute the RMS field stlength

E in d& (gV/m). Then e = 10E/20 (W) is the RMS field strength in the vicinity of the 0

receiving antenna in units of WtV/m and the associated power flux is p e2/Z, in watts/m 2
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where Z. =l20n is the impedance of free space. The available power at the terminals of the 0

receiving antenna is thenit

pavai =p A g (10.1)

where p is the power flux, A is the effective isotropic antenna aperture area and g is the 0

receiving antenna gain [Stutzman and Thiele, 19811. Since A = 2.2/4n where X. is the

wavelength in meters, we have

e- = ( e *g e2g= w-(atts). (10.2)
Pail Z0  47t 9x10S a480n 2  MfN.

The gain is nominally set to unity and the numbers Pavail are summed over all contributing

ENT sources to yield the overall noise power in watts at the receiving antenna terminal.

(Note: if we express dB values by using capital letters, the above equation becomes

Pavail = E + G - 107.2 - 20 logl0 f MHz (10.3)

which is the commonly used relation seen in all the standard propagation prediction codes.) 0 0

11.0 CALIBRATION OF NOISEPROP MODELS

The NoiseProp system consists of two sections; the ENT source algorithm and the propagation

algorithms (LF, M, HF, groundwave). The propagation algorithms can be verified to a certain

extent by comparison with certain existing well tested propagation codes. hI the case of the HF

{section, extensive comparisons were made for main., rirciK 11 .,h the IONCAP [Iloyd et al.,

19781 and ASAPS [see Sailo:i iiud Pose, 1993] prediction codes. The codes are considered

benchmarks because they have been checked and adjusted against real measurements for manyA years. The LF wave hop code can be tested to a certain extent against the empirical CCIR 435-7

method which works down to 150 kl-Iz.

T7he largest source of uncertainty, however, is the lack of precise data on lightning flash power

spectra above the VLF range. This introduces a systematic error into all results which is a

function of frequency and which can be corrected for, a-posteriori.
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A-posteriori corrections were introduced by a set of comparisons with the CCIR 322-3 [CCIR, jr

1988] noise model at the 50th percentile level. The CCIR model was based on noise data taken

at 16 stations during the period 1957 through 1966 (not all the stations produced data for the

entire period). The data were grouped into four seasonal blocks and six four hour time blocks 0
during each day of the seasonal block. The CCIR model contains median hourly values of RMS

noise power in each time block; the median is taken with respect to the seasonal (-90 day)

aggregates. The 16 station median values are smoothly interpolated onto a worldwide grid using

sphericau' polynomial expansions [Spaulding and Washburn, 1985]. Th"he coefficients in this -

expansion are the basis for a computerized version of the maps in CCIR 322-3.

Systematic corrections to the NoiseProp predictions take the form of a function of both

frequency and local time (at the receiver site). The frequency dependence offsets errors in the

ENT source power spectrum (which will factor systematically through all subsequent stages).

The local time correction is to offset any cumulative systematic errors in the propagation

algorithms themselves inasmuch as these algorithms all contain strong local time variations in

their propagation loss modeling. A local time correction also allows for accounting of non-.

specific diurnal trends in local lightning activity not explicitly included in the stroke and flash • 0

rate models.

The correction terms were computed by averaging the dB difference between CCIR 322-3 and

NoiseProp over four month ensembles of 12 CCIR station measurements in 4-howu blocks. The S

station sites ae shown in Figure I l-1. "7he output of the CCIR 322-3 model is assumed to be

closest to the underlying data at the data collection locations themselves and at greater variance

with reality in areas far from the 16 station measurement network, e.g., over oceans I Sailors,

1993]. The four months were January, April, July, and October; hence, seasonal effects are

averaged out. Since the averages were over 12 widely separated locations; station specific

effects are also averaged out. These ensemble averages were computed at 100, 500, 1000, and

1500 kHz to calibrate the LF and MF sections; 5, 10, 15, and 20 MHz to calibrate the I-IF

section. The resulting calibration curves are smoothly approximated by least-squares
polynomials in local time and linearly interpolated as functions of frequency. That is, we

compute

A(local time, f k-l) - <NoiseProp - CCIR> (dB) (11.1)12 stations 4 months
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These calibration curves are shown for the eight base frequencies in Figures 11-2 and 11-3.

The correction term A is then subtracted from the uncalibrated NoiseProp output after each
propagation calculation. Examples of NoiseProp output after calibration are shown in Figures

11-4 and 11-5. Figure 11-4 is a set of LM-HF noise calculations for July, 0000 UT and low

100 kHz 500 kHz 100•) k;Iz 1600 kHz

5 5 5--7

00-0- 0-

d( 50 -6- 6- .5-.

-10 .10- -10 -0

-15 - .- -1 1
0 o 20 010 20 010 20 0 10 20

Looal tln•o

Figure 11-2. LF-MF NoiseProp calibration curves at 100, 500, 1000, and 1500 kHz. A smooth
polynomial fit is superimposed upon the actual data. These curves are subtracted
from the NoiseProp output to account for systematic frequency dependent and
local-time dependent deviatiors. The curves are linearly interpolatod In frequency.

6 MHz ioMHz Ibwiz 20 MHz

10 10 10 --- 10

66 6 6 -

A 4- 4-

2- 2- 2 2

1180 0 0- 0

-2 -2- -2

-4 -- -4 0

- - 10 2

20 1-0( 10 20 0 10 20 0 10 20 0 10 20

Locl time

Figure 11-3. HF NoisePmp calibration curves at 5,10, 15, and 20 MHz.
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Figure 11-4. Typical LF-MF NoiseProp output (after calibration). Values are in dB with respect to IkTb,
at the 50-th percentile (median). See text for explanation of x-axis. July, 0000 UT, low •
solar activity. ;
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sunspot activity. The solid curves are the NoiseProp calibrated values; the dots shown CCIR

values, Figure 11-5 is a typical set for Hi at about 0800 UT. The graphs show the result of 100

calculations at 10 longitudes from 0 to 3600; at each longitude calculations were done at 10

latitudes between -60 and 600; this sequence of calculations is plotted in natural ordering of

{{(lon ,lati)} } given by K =1,2,3,..., 100 where K 10(i-1) +j.l~n 'lti ~ l¿l|iW,10+ .

The pattern of minima at the extremes of latitude (±60') and maxima at the equator is seen in
both tie NoiseProp and CCIR models. The minima in the CCIR plots are not as deep as the

NoiseProp minima. This may reflect the fact that the CCIR model is constrained so as to

smoothly fit a sparse set of data (16 points) to the worldwide grid. Far from data points, the

properties of the fit are largely determined by the nature of the fitting expansion, which is

smooth and slowly varying rather lhan by the undorlyHng physical fhenomena being

approximated [Sailors, 19931,

Ideally, testing of a source based noise model such as LNP or NoiseProp should be done with

source distributions representing dhe actual distribution of lightning sources during the period of o f

a noise measuremenet. Clearly this cannot be applied to the CCIR 322-3 model which represents

long term median noise leveis measured over a great variety of (many years) meteorological

conditions. Nor is it at all completely obvious that the mnedjaia noise measurements are
necessarily congruent to a NiseProp lprediction utilizing median (long term) GLO maps. The

nonlinearity in the propagation mechanism will alter the probability distribution of ENT

intensities when it is transformed to a probability distribution of noise power summed over many

sources. The best program for validation and calibration requires an active field measurement
program simultaneous with the processing of current meteorological data into dynamic I)GLO

maps which are input to Noisel~rop (and I.NP).

12.0 NOISEPROP APPLICATIONS USING DYNAMIC LIGHTNING OCCURRENCE
MAPS

"l1iis section describes tl.c development of an operational dynamic lightning forecasting system.

Such a system will produce the DGLO maps from meteorological data which can serve as input

data to the LN P or NoiseProp noise prediction codes. 'le replacement of the long term median 0

GLO maps (derived from satellite observations) with dyflamic DGLO maps will be transparent
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for the operation of the NoiseProp code; the GLO and DGLO map files will have identical data .)

formats. The DGLO maps will contain DGLO forecast based data iil those sectors where 0

adequate meteorological data is available: they will contain the original GLO data in sectors

where forecasts could not be made (due to insufficient data at a given time and place).

We have developed several techniques for converting short, medium, and long term weather

forecasts (along with other parameters) to produce lightning flash rates. These predictions will

be assembled into the DGLO maps and be made available to users by downloading from a

central location. Only the military produces weather forecasts on a worldwide basis. It appears

that access to data from the Air Force Global Weather Central (AFGWC), in particular, will be

needed on a regular basis for high confidence forecasts. A detailed feasibility study for the

lightni'ig forecasting problem is given in a companion report by Wt'ber and Sinclair 11995].

12.1 Correlation Between Flash Rate and Weather Parameters
i0

hli this section we sumnmarize the relationships we have found between lightning flash rates and
Scertain[5weather p~araleters. The details of the derivations can be found in Warber and Sinclair

[19951.

To be useful, these weather parameters must he available globally and forecast up to several * *
days into ,he future; or else they must be derivable from such parameters. For the correlation

study, two primary data sets were used: a lightning flash rate archive and a cloud

plicnoienology archive. Archived lightning flash rate data is available from the National

Lightning Detection Network (NLDN), a system of 100) sensors that record the position, time,

numbtr of return surokes, and other parameters for clhud-tCo-ground flashes in the U.S.. The

sensor sites ;,re shown in if'ignre 12-1. The NLIDN data has a nominal spatial resolution of 10

km lOiville, 19901. Figure 12-2 shows lightning flashes detected by the NLDN in four UT time

blocks, Cloud top heivght and thickness (optical depth) and two oltli parameters were derived .

flom thie International Satellite Cloud Climatology Project (ISCCP) archive. 1The ISCCP data

includces over 132 parameters glouped by 3-hour time blocks and a nominal 250 km spatial

resolution. The correlation study utilized data from both NLDN and ISCCIP for the period July

1990. ¶'n addition to the ISCCP data, a set of National Weather Service radar summary maps for

July 1990 and a set of weather forecast maps for that period were used [Warber and Sinclair,

19951.
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Figure 12-1. Location of ovor 100 magnetic direction finders in the National Lightning Detectlon
Network (NLDN).

Correlations were sought between lightning flash rates aiid the following four quantities

dlerivable from die ISMC' observables:0

1. Con1vUctive cloud top- height, zec

2. All cloud top height, Zct

3. Vif Ad index, L,

4. ('oivvctivcly Available Potential U-'nergy (CAPE).

In addition, correlation between flash rates and a hieuristically weighted thunderstormn dens-ity

derived by analysis of weather maps was studied. The four p~aramueters above are all derivable

by standard equations fromn the basic observables recor'ded in the ISCCP. In particular,

convective cloud top height can be inferredI by discriminating deep convective clouds from

others using the ISCCIP cloud optical depth data in combination with ISCC cloud top pressure

duta. Cloud top heights are computed fromn cloud top pressures by the standard calculation for
the altitude at which an ideal gas in a uniform g~ravitational field, reaches a given prc-ssurc, une
die assumption that the rate. of temrperature decr,-ase between pressure levels is constant. Thi.

15CC data set also contains the infortnation flL~eded to calculate the lifted index (LI) and( CAPE,

both of Which are related to tie virtual temiperatare. versus altitude profile of an air mass (see

Warber and Sinclair [1995] for detailed der~vations).
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The correlation analysis proceeds by first determining a least-squares fit between flash rate and 0

the chosen climatological paraneter from I through 4 above. Ali the relationships could be fit

as least-squares lines on log-log or log-linear graphs. The fit for CAPE is shown in Figure 12-3.

Data froii the first 15 days of July 1990 were used to determine the fits. Data points with
--. observed flash rates of zero were not used. After a fit was found, data from the second 15 days 0

of the month were used to check the stability of the fit. During the check all data points, both

zero and non-zero observed flash rates were used. This was to check whether the fit, which is

determined from only non-zero flash rates, predicts lightning flashes when, in fact, there are

none. Tlwo) correlation coefficients were then computed: that between the first 15 days of flash
rate data and the fit (based on that data) and that between the second 15 days of data and the

vredicted values (using the fit derived front the first 15 days). If both correlation coefficients are

"greater than 0.5 (in magnitude) we conclude that the fit is a stable and consistent predictor of

flash rate from the given weather parameter. In instances where the check correlation falls S

below 0.5, however, we conclude that either 1) the slope of the relation between flash rate and

etie chosen weather paramreter changes significantly Over the course of a month, or 2) the
predictor gives significant flash rates where, in fact, there are none,

In particu!ar, the lifted index and all cloud top height, l" and Zt were found to be inadequate

predictors of flash rate when taken by themselves (in the absence f olther infdormatiun), The

following conditions, when satisfied, combined L1 or Z't-based predictions raise the check

correlatioas into the significance range (0.65 to 0.75):

1) If there is a thunderstorm predicted for any 2S5)' x 2.5' sUtbsqt(Irel.

2) If the subsquare had lightning in it during the previous 24 hours.

3) If tie subsquare is over a niounitainous region and cloud top preo:xti is less thaln

300 nib (use with L, predictions)

4) If the subsquare is in the path of an ongoing storm system (requires radar storm summary

maps).

These four auxiliary conditions, when used to select rstricted subsets of weather data ftor

lightning Ilash ate predictionls will be referred to as predictors or auailiary predictors.

The fits between flash rate and the f')ur weather parameters above, ZCCt, ZCt, LI, and CAPE
were: 

i

1) Convective cloud top height: F'= 2.93 x 10-7 Z ct4.7 sec-I sq-I (Il s 5 x 5' area)."J"
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Figure 12-3. The fit found between flash rate and convectlvely available potential energy (CAPE),
solid lin, and examples of observed data from tho NLDN tor (a) non-mountainous
and (b) mountainous regions.
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2) All cloud top height (must use one auxiliary predictor): F = 3.73 X l()-7 Zt 4.7 sec-l sq-

3) Lifted Index (must use one auxiliary predictor):

:NM = 4.8 x 10-2 exp(-0.42 LI) se-I sq-1 (non-mountain region)

FM 2.7 x 10-2 exp(-0.47 Li.) sec- sW-1 (mountain region)

"4) CAPE:

FNM 0.25 CAPE1' 25 sec-1 sq-1 (non-nmountain regions)

FM 0.33 CAPE1. 07 sec-1 sq-,1 (mountain regions).

A fifth prediction method derives flash rates directly from the extent of area covered by severe

weather. A few days worth of weather maps from July 1990 were digitized and overlaid with a

2 .5 ' x 2.5' grid. Each subsquare containing a thunderstorm prediction was marked and assigned S

the value 1. Then each marked subsquare that had marked subsquares on all four sides was

assigned the value 2. Then each subsquare with a value 2 that had adjacent subsquares with the

value 2 was given the value 3. The process was repeated until no subsquares were changed.

Then the subsquares were assigned the following flash rates: • *
0 FNM = (1.2 x value 1.1 n n(h) sec-I sq-1 (non-mnountain)

* FM = 0.1 x value 1.2 n(h) sec-1 sq-I (mountain)

where the values 1.1 and 1.2 were found to give the best fit to observed flash rates and n(h) is •

the normalized local time dependence factor fOr the local time of (lay or the prediction. Figure

12.4 shows the factor n(h). (This diurnal curve was derived by grouping all the July 1990

NLDN flash rate data in local time blocks.) Th-ie overall correlation between observation and

prediction was lower than that using the other methods. In the absence of other data, however, S

these weather map fits can be used to make rough predictions.

[i the following we discuss the liglhtning forecasting methods we have developed with a view

toward applications. We have divided the lightning forecasts into three categories: short, mid,

___ and long term forecasts. Short-term forecasts are those made up to 12 to 18 hours in advance,

mid-term forecasts are made 24 to 48 hours in advance, and long-term forecasts are made for

periods beyond 48 hours. These types of forecasts are distinguished by the methods used to

make them and the confidence we have in the results.

47

S0.5



1.0 ' M )

0.8

.o 0.6

S0.4

00
0.2-•

6 9 12 15 18 21 24 2i 30
Local time

Figure 12-4. Number of lighting flashes per hour as a function of local time in July, 1990 over all NLDN 0
sensors. Normalized to 1 at 1530 LT.

12.2 Short-Term Forecasts 0 *
We use data sources in order of reliability: a) direct lightning measurement systems, e.g.,

NLDN, b) cloud top heights directly from weather radar, and c) cloud top heights inferred from

satellite images. Using a, b, or c we determine the current lightning distribution (by the fits for
cloud top height and an auxiliary predictor for b, c). 'Te flash rate is determined for each 2.5' x

2.5I subsquare. This initial distribution is called the flash rate basis. Subsquares in the basis are

then grouped into storms. The storm track is then projected up to 24 hours ahead (using the

current lightning distributions and distributions from the past to determine how the center of

each storm is moving). The basis flash rates are copied to the subsquares around the new storm
center. The new flash rate basis is adjusted using the diurnal curve in Figure 12-4. If we write

the basis flash rate as F. and the brsis local time at a subsquare as to then the adjusted value is:

Fp Fo •n(tp)/n(to)).--

where the local time for the forecast is tP.
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12.3 Mid-Term Forecasts 0

Mid-term forecasts will be based either on predicted CAPE or predicted Ll and one auxiliary

predictor. The NWS predicts lifted index every 12 hours for he periods 12, 36, and 48 hours

into the future.
O

'2.4 Long-Term Forecasts

Long-term forecasts will be based on the weather map conrelation (fifth prediction procedure 9

above). This requires that 48 hour severe weather predictions are available regularly. For noise

forecasts based on long term forecasted flash rates it is more reliable to give ranges, e.g., 2 dB

above or below the normal average, 2 to 5 dB, 5 to 8 dB, 8 to ll dB, 1 to 15 dB, or 15 dB

above or below the normal average noise level (determined from the original GLO maps). 0

12.5 Conclusions and Recommendations

In this section we have described the techniques needed to create an operational dynamic noise
prediction system. The NoiseProp noise model will accept DGLO data produced by the * *
prediction methods discussed above to generate DGLO files which are transparent to the

NoiseProp computer code. The DGLO prediction codes will need regular access to data I rom

external sources. The Navy's Fleet Numerical Meteorology and Oceanographic Center

(FN MOC) and the AFGWC generate the kind of data we need for flash rate predictions on a

global scale. AFGWC has expressed interest in providing forecast data which would be needed

in the lightning prediction codes. It seems that the oost way to implement such a system will be
for a central location to collect the needed weather data and process it into the DGLO maps.

Thee rapswould thnbe made available for downloadingv. A computer system will have to be
"created to completely automate the forecasting method which is presently far too labor intensive

to operate on - daily basis. The forecast algorithms must also be updated over time as larger

numbers of predictions and measurements are correlated. In this last regard, the forecasting

system would have to undergo a training period. The present report's prediction fits are

"provisionall insofar as thcy are derived fiom ,one month of daLa on one coiitinent only.
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0

Appendix 0
THE CARE AND FEEDING OF NOISEPROP .

1. System requirements

NoiseProp requires Windows 95, and approximately 5 MB of disk space, 0

2. Installation
To install NoiseProp, insert disk #1 in the drive. From the Start button, select
Run a:\setup. The installation program will create a Start Menu group and
program icon.

3. Running the program.
From the Start button, select Programs I NoiseProp I NoiseProp.
For each run, a time, month, frequency, location, bandwidth, sunspot number,
and exceedence are required. An optional K-index can be entered, and multiple
frequencies and locations can entered.
Most parameters are entered from the main window. Frequencies and locations
are entered from their own windows, accessed through the Edit buttons in the
main window. To add a frequency or location, enter the desired value and click
the Add button. To delete a value, double-click the value in the list-box, and
click the Delete button. To modify a value, double-click the value in the list-box,
enter a new value and click the Replace button. To finish selecting frequencies 0
and/or locations, click the OK button. NOTE: You must click the Add button to
add values to the list. Just hitting the Enter key will close the window without
adding the value to the list.
After selecting the desired parameters for a run, click the Run button. The
generated results are contained in the file RESULTS.OUT. The order of values 0
in the file is: Frequency, Time, Longitude, Latitude, F,(Antenna Noise Figure), F.
(CCIR prediction). Units for F, are dB above kTob, where k is Boltzmann's
constant, T, is reference temperature (288 K), and b is receiver bandwidth (Hz).

To save or restore parameters, click the Save or Load button, and enter thedesired file name.
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